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This paper presents an advanced control solution, used a Kinect sensor, for an anthropomorphic  

gripper with five fingers  intended to be used in industrial robots equipment assemblies used for 

achieving low and medium complexity. A control mechanism refers to the way of controlling the   

movements of a gripper using input data captured from a computerized system of human hand 

gestures detection. A haptic system used to control an anthropomorphic gripper sends data related to 

the physical properties of an object that is intended to be gripped by the human operator. Currently, 

there are two techniques used for capturing 3D data from physical environments. They are classified 

by the capture procedure or by the type of sensors used in active and passive techniques. In the 

research in the field of digital image processing, recognition of 3D objects involves recognition and 

detection of 3D objects in an image or a frame, part of a video stream. The Kinect Microsoft sensor 

combines a set of hardware and software mechanisms that make up a digital 3D representation of a 

physical environment. 
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1. INTRODUCTION 

A control mechanism refers to the way of controlling the   movements of a gripper using input data 

captured from a computerized system of human hand gestures detection. Thus, a gripping simulation model 

can be studied from the perspective of the behaviour of a dynamic system with inputs. It can be described as 

a control algorithm with close loop in which the elements of the control system and the sensor represent the 

human hand respectively the visual acuity (see Figure 1). In this case, the error can be measured in terms of 

visual accuracy, the human user being able to say if the anthropomorphic gripper caught an object or not. 

The main function of such a system is to control a virtual or physical gripper by reducing estimations made 

by the mechanism used for gestures capture. 

 

 

Figure 1. Control system 

The effectiveness of these types of systems can be easily demonstrated by the study of existing 

specialty literature in this scientific field and of the various applications created for this purpose. These 

include control of vehicles [1] industrial automation, robots in general [2], [3], [4], [5] and robotic gripping 

in particular [6], [7]. 
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2. ANTHROPOMORPHIC GRIPPER CONTROL USING HAPTIC SYSTEMS 

A haptic system used to control an anthropomorphic gripper sends data related to the physical 

properties of an object that is intended to be gripped by the human operator. The user and the haptic interface 

should collaborate to enable gripping in the virtual environment. This aspect involves handling the haptic 

device, which sends sensory information to the user, stimulating his/her tactile, visual or kinematic systems. 

Using input and output sensors, a virtual environment may be generated and the objects can be handled 

directly, through the virtual reality engine, or by the human user. Thus, a general representation of a haptic 

system of robotic gripping could be considered in the system shown, at concept level, in Figure 2. In this 

figure, a human operator interacts with a virtual simulator transferring hand  movements and gripping force 

to the virtual environment and he/she can back the force return from the virtual environment through the 

haptic device. 

 

Figure Error! No text of specified style in document.. A representation of a generic haptic system and its components 

This section describes how to shape, conceptually, the components of a command and control 

haptic system, of an anthropomorphic gripper, mechanical or virtual. Furthermore, we describe the 

components of a control haptic system of an anthropomorphic gripper.  

Human operator 
The human operator is always part of a motion transmission system to a virtual reality system. The 

human operator can move the haptic device, and its movement can activate a virtual gripper, which, in turn, 

can interact with different objects in the virtual environment. Each object, and the environment itself, can 

respond differently to the human operator, based on the physical properties of an object or based on the 

environment properties. The answer lies in sending return data to the haptic device, which can influence 

further decisions of the operator. 

Using advanced haptic devices, equipped with complex sensors, we can conduct a really immersive 

and interactive experiment. 

Haptic interface 
Any haptic interface is made of a mechanic device typically operated by a human user, to communicate 

with a virtual reality generation system. In addition, a haptic device can send different return data to the 

human operator. 

Such haptic devices are different from case to case, for example, in the robotic gripping study, the data 

gloves are used successfully. These haptic interfaces capabilities may be enhanced adding specific 

components to capture aspects of the human hand motion, and of return transmission to their user. In this 

regard, at present, there are many sensors that can be  used with different purposes, e.g.: pressure sensor, heat 

sensor, and so on, which can measure the position and the  force sent from the user to the virtual 

environment, and  sensors that can react to stimuli sent to the environment generated. 

The data gloves on the market today fall into two categories taking into account the way in which 

contact is transferred to the user, which are ways based on force return; ways based on tactile return. The two 

devices are different at constructive level, from the point of view of costs and functionality. 
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The devices with force reaction have an exoskeleton attached through which contact data between the 

virtual hand and a virtual object in the virtual reality system can be sent to the real hand. 

Tactile feedback devices have vibration sensors attached, placed at fingertips and palm level. The 

intensity level of the vibration is variable and can be related to the hand movement in virtual reality or the 

way of gripping elastic objects in virtual reality. 

In terms of costs, tactile return gloves are used more often, because they are cheaper and the device is 

simpler. However, if we want a complex gripping scenario, in which the force reaction must be precise (e.g.: 

medical application), then we prefer force feedback devices. Force feedback devices are used when at the 

contact with a virtual object we want the hand or the finger that touches or virtual rigid object to stop its 

forward movement applying a  counter force through the exoskeleton at the level of the gloves. 

Motion analyzer 
The motion analyzer is an interface between the haptic device and the virtual environment. On the one 

hand, it is used to analyze data from the haptic device and to translate them in command and control data for 

an anthropomorphic gripper movement, and on the other hand, to send return data from the virtual 

environment to the human operator. 

Virtual reality simulators and their evaluation criteria 
The virtual reality software system is necessary to create a simulation, in real time, of a gripping 

operation at a very low cost of implementation. A virtual reality simulator provides a visual interface with 

the virtual environments. It offers the opportunity to the human operator to explore, to incorporate dynamic 

simulations and to interact with different virtual objects. 

Obviously, these systems are different, from case to case, based on the final outcome that must be 

measured. Initially, the main features define for comparison, were interactivity and immersion but, with the 

evolution of research in this area, other criteria were listed. For example, in [8] they study current criteria 

used for virtual simulators analysis, and a new criterion is  added, environment perception. It is a qualitative 

criterion that refers to how the human operator perceives the environment generated. 

Other research, such as [9], [10] and [11] add new comparison elements to the environments generated: 

fidelity, active participation and real time response. 

Systems analysis and methods used to capture depth data 
Digital images creation represents the process of data acquisition from the physical environment using 

different data capture sensors. Digitizing physical environment is not limited to image capture, but it is also 

extended to areas like: digital processing, image compression, storage or application of artificial intelligence 

algorithms to images. 

Initially, digital images creation was limited to data capture from the physical environment using RGB 

sensors, but with the evolution at microprocessors and computing power, depth data capture became a 

necessity and, with the sensors evolution, it became a reality. Obviously, in parallel with the development of 

advanced sensors to capture depth data software applications were developed to take advantage of the 

research progress in the area of sensors. Among the first researches with promising results, we can mention 

ways of depth data  capture  using triangulation techniques detailed in the papers of [12] or [13]. Other 

approaches such as measuring reaction time from sensor to object and back, defined first in [14] were 

successful, but because sensors are expensive, this approach was not available to the public. 

At present 3D data  capture used in research is  based on mixed approach, namely, considering on the  

one hand  progress in the image  processing area and on the  other hand progress in the sensors technology. 

Thus, accessible devices were launched on the market, both from the cost point of view, and highly accurate, 

like Microsoft Kinect and Motion Leap. 

A presentation of the latest approaches of research for robotic handling systems analysis using 

anthropomorphic grippers can be found in the work of [15] and [16] there is a presentation of existing 

methods of mobile robots control based  on digital image processing algorithms. 

3. SYSTEMATIZATION OF METHODS USED TO CAPTURE 3D IMAGE 

Currently, there are two techniques used for capturing 3D data from physical environments. They are 

classified by the capture procedure or by the type of sensors used in active and passive techniques. 
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The passive procedure refers to the use of methods for examining an image from two different angles. 

The depth calculation is carried out based of analyzing points from the two different angles, using geometric 

algorithms. 

The active procedure refers to the use of light projection (time of flight) or light patterns (structured 

light) onto a specific area, subsequently, measuring the speed of light coming back to the sensor, or the 

pattern distortion in the area for the depth calculation [17]. Structured light represents a type of active 

triangulation [13]. The method used to measure depth through this technique consists in the projection of a 

predefined pattern onto an area, and subsequently applying triangulation equation between the pattern 

captured and the reference pattern. A detection system based on the structured light concept is made of a 

light emitter that can project a pattern and an RGB sensor (CCD or CMOS) used to detect image. Flight time 

measurement is another method to calculate depth in images and consists in using a source of light projected 

onto a surface. 

The distance from the emitter to the  object depends on time [14]. Distance is calculated by the time 

difference between the light pulse emission and the detection of the reflected light by the sensor. 

4. KINECT MICROSOFT DEVICE 

Microsoft marketed the Kinect Microsoft device in late 2010. It was originally used as an accessory for 

the XBox console. Since its inception, the Kinect Microsoft device has proved to be very successful. In the 

first year, sales of about 10 million units were estimated [18]. 

Initially, the Microsoft Kinect device was used exclusively for the games industry, but, subsequently it 

was remarked by researchers who noticed that the sensor can be used as a very accessible alternative, from 

the point of view of the price, in the process of 3D mapping of space. Soon, PrimSense (OpenNI), which 

used the sensor for any purpose, not only for games, developed a SDK. Obviously, in time, OpenNI 

alternatives were developed in parallel, and in 2011, Microsoft launches the first SDK officially, with new 

opportunities for the sensor use. 

One of these opportunities is the use of the sensor in the semantic analysis of images. This opportunity 

creates new areas of research like applying semanic analysis algorithms to images in robots and 

automatesystems. 

Initially, automate robots that used Microsoft Kinect sensors lacked retroaction, but this drawback was 

easily overcome, through a solution that uses 3D environment mapping process and the defining of areas 

inaccessible to the robot and retroaction transmission to the control system for information [19]. This method 

is used successfully in Stowers book [20], who shows how robots can be programmed to fly autonomously 

without touching anything. 

The use of Microsoft Kinect sensor is not limited to the automation of robotic systems. In addition, this 

sensor can be used to solve the problem of human hand detection and of recognizing its gestures from the 

perspective of analyzing the depth image. For this operation, analysis and understanding Microsoft Kinect 

sensor is a first step. 

Constructively, Kinect sensor is made up of (see Figure 3): infrared sensor: emitter and receiver. The 

emitter projects a light pattern onto a surface, which is subsequently captured by the receiver; RGB camera: 

which stores data on three (RGB) channels at a resolution of  1280x960 and a frequency of 30 Hz. Kinect 

sensor  visibility field, as specified in the  Microsoft documentation [18] is  43 degrees vertically and 57 

degrees horizontally. The sensor can monitor people with an accuracy of 1 cm at a distance of 2 m; a system 

of four microphones to capture sound from different positions; an engine used to lift the sensor without 

physical interaction between user and sensor; an accelerometer to detect the sensor current tilt reported to the 

horizon line. 

The visibility field and the resolution change with the  distance between the  object and the Microsoft 

Kinect sensor [21], thus, the  visibility field increases linearly with the  distance and the resolution decreases 

along directions x and y. when distance increases. The visibility field and resolution in pixels can be 

calculated based on formulas adapted from [22]: 
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                                                                                            (1) 

, 

                                                                                                                                

 .                                                                                                 (2) 
 

where: dist:  is the  distance between user and sensor, Rsl: is the camera resolution calculated and  : is  

the maximum resolution of the RGB camera, 1280 horizontally and  960 vertically [18]. 

 

Figure 3. Elements of Kinect Microsoft device 

Functionally, the monochrome sensor CMOS and the “depth sensor” analyzes the image captured and 

create a 3D map of the visibility field. The combination between the monochrome sensor CMOS and the 

depth sensor can capture image and motion in any conditions of light [21]. The depth sensor is adjustable, 

the SDK with the Microsoft Kinect sensor is able to self-calibrate based of the physical environment or on 

the obstacles in the physical environment etc. The microphones system is used to detect a voice location and 

to cover noise. All these sensors provide multiple capabilities of body recognition in 3D and of body motion, 

face, and voice recognition. The process of capturing a depth image consists in simultaneous capture of two 

images, RGB image, using CMOS RGB sensor, and  depth image, captured by the  monochrome sensor 

CMOS ( see Figure 4). 

 

Figure 4.  CMOS depth sensor. Invizible light IR is emitted and monitored using CMOS image sensor. The image processor 

generates depth image. 
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5. MICROSOFT KINECT SENSOR USE TO CAPTURE HUMAN HAND MOTION 

 

In the research in the field of digital image processing, recognition of 3D objects involves recognition 

and detection of 3D objects in an image or a frame, part of a video stream. This recognition is possible in real 

time or it can be performed in a video stream previously captured and saved in the memory. The Kinect 

Microsoft sensor combines a set of hardware and software mechanisms that make up a digital 3D 

representation of a physical environment. 

Algorithms created to recognize 3D objects, based on data captured by the Microsoft Kinect sensor 

analyze in parallel two types of data, namely: RGB image and data related to image depth. In this paper, we 

developed an application through which we try to overcome capture limits with web cam, namely depth 

capture for axes Z and Y. For the development of the application, we used Windows SDK and Natural User 

Interface library ( NUI). 

In Figure 5 there is the system proposed from conceptual point of view. 

 

 

Figure Error! No text of specified style in document.. Interaction between Kinect sensor and the application that tests functional 

simulation 

To develop the 3D data capture and control system of a virtual gripper, we considered four steps: 

-Initialization: when the driver using Kinect sensor is loaded in the memory and initialized; 

-Detection: the system must detect human hand and recognize gestures; 

-Interpreting and recognition: each gesture of the human hand must be interpreted correctly; 

-Visualizing: the gesture recognized must be transmitted to a virtual simulator for the control of an 

anthropomorphic gripper. 

6. ANALYSIS OF DEPTH MEASURING PROCESS 

Microsoft Kinect device uses a mapping process of the 3D space, adding depth data to each captured 

pixel. The value attached to each pixel represents the distance from the sensor to the object in front of the 

sensor in the sensor orientation direction [23]. To estimate each pixel depth, the Kinect sensor uses the 

concept previously presented, of structured light. Thus, the infrared sensor, emits a pattern known in the 

environment, then, based on the data captured by the monochrome sensor, the internal algorithm of the 

Microsoft Kinect sensor attaches to each pixel, a value (see Figure 6). 

Where dE  represents the distance estimated by the Kinect sensor, between object and sensor; dR 

represents the real distance between the Kinect sesor and the object. Based on the method presented, which 

estimates depth, we may conclude that the device becomes an efficient way of capturing coordinates (x, y, z) 

of any 3D object, but there is as well a difference between the estimated distance and the real one. Because 

for the purpose of this paper we seek as high precision as possible, we analyzed as well other depth data 

capturing methods. 
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Figure 6. Estimated distance (dE) and real distance (dR) between Microsoft Kinect device and a random object. Image adapted after 

[23] 

7. CONCLUSIONS 

The methods presented in this paper are considered successful because they satisfy functional and non-

functional requirements. The systm is explored in real time and it is also accessible – the system does not 

need expensive equipment. Any type of user can be helpful for research or for the control of an 

anthropomorphic gripper. In this paper we tested interaction between man and virtual environment, using 

visual methods of human hand capture, and a complete system of command and control of a red 

anthropomorphic gripper was created, going through a virtual stage. In Fig. 7 there is the scheme of the 

system proposed based on the Kinect sensor. 

 

Figure 7. The system proposed for the command and control of an anthropomorphic gripper. 

The communication protocol is used afterwards by the rest of the applications of gestures capture to 

send data to the virtual environment and then to the real one, the five-fingered anthropomorphic gripper. The 

software modules obtained are HandProcessor, HandCommander and HandSim (see Figure 7). 
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